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Land-Surface Temperature Measurement from Space: 
Physical Principles and Inverse Modeling 

ZHENGMING WAN AND JEFF DOZIER, MEMBER, IEEE 

Abstmd-In order to apply the multiple-wavelength (split-window) 
method used for saleiiite measuremenl of sea-surface temperature from 
thermal-infrared data to land-surface temperalures, we slatislicaily 
analyze simulations using an atmospheric radiative transfer model. The 
range of atmospheric conditions and surface temperatures simulated 
is wide enough to cover variations in clear atmospheric properties and 
surface temperatures, both of which are larger over land than over 
sea. Surface elevation is also included in the simulation as the most 
important topographic effect. Land covers characterized by measured 
or modeled spectral emissivities include snow, clay, sands, and tree 
leaf samples. The empirical inverse model can estimate the surface 
temperature with a standard deviation less than 0.3 K and a maximum 
error less than 1 K for viewing angles up to 40’ from nadir under 
cloud-free condilions, given satellite measurements in three infrared 
channels. Bands from the NOAA AVHRR (Advanced Very High Res- 
olution Radiometer) may be used, as can selected bands from Sensors 
under consideration by EOSAT and NASA for future remote-sensing 
missions, either af?er the addition of multispectral thermal infrared 
channels lo LandSAT or from a sensor with a wide field-of-view de- 
signed for measurements over land or sea (SeaWiFS). A band in the 
region from IO.2 to II.0 pm will usually give the most reliable singie- 
band estimate of surface temperature. In addition, a band in either the 
3.5-4.0 pm region or in the 11.5-12.6 pm region musl be included for 
accurate atmospheric correction, and a band below the ozone absorp- 
lion feature at 9.6 pm (e.g., 8.2-8.8 pm) will increase the accuracy of 
the estimate of surface temperature. 

I. INTRODUCTION 

EMOTE SENSING of ocean surface temperatures has 
Rb een a primary function of satellite infrared radiome- 
ters since their inception, and there has been much re- 
search on atmospheric corrections to space-measured 
brightness temperatures and on detection of and correc- 
tions for cloud cover. In comparison, satellite remote 
sensing of land-surface temperatures is still primitive, 
even though the use of thermal-infrared measurements for 
analysis of land biophysical conditions has been under in- 
vestigation for more than two decades [ 11. The many pos- 
sible applications include use of surface temperatures in 
climatology and meteorology [2], investigations in agri- 
culture and natural vegetation [3], [4], determination of 
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surficial geology [5], [6], soil moisture estimation [7]- 
191, forest fire mapping [ 101, location of shallow aquifers 
Ill], determination of surface wind fields 1121, and esti- 
mation of snow surface energy flux 1131, [ 141. Some of 
the major research challenges are related to the removal 
from remotely sensed data of effects caused by atmo- 
spheric attenuation, surface emissivity, and topography 
t151, [W. 

Land-surface temperature is one of the key parameters 
in the physics of land-surface processes on a regional as 
well as a global scale. It combines the results of all sur- 
face-atmosphere interactions and energy fluxes between 
the atmosphere and the ground [ 171, [ 181. Therefore, the 
ability to accurately determine thermodynamic land-sur- 
face temperature is essential to many scientific problems 
and to the management of renewable resources [ 191. With 
advances in thermal remote-sensing techniques and in 
computer capabilities, measurement of land-surface tem- 
perature from space allows investigations of surface cli- 
mate at local, regional, and global scales. 

II. MEASUREMENT OF SURFACE TEMPERATURE FROM 

SPACE 

A. Sea-Surface Temperature 

For determination of surface temperature, infrared 
measurements from aircraft or spacecraft are usually made 
in the wavelengths of an atmospheric window for which 
molecular absorption is small, generally between 10.5 and 
11.5 pm or 10.5 and 12.5 pm, but also between 3.5 and 
4.0 pm or the broader window from 8 to 14 pm. Even for 
clear atmospheric conditions, however, atmospheric ab- 
sorption and emission in these windows are not negligi- 
ble, and the problem is compounded when there are thick 
aerosols or thin clouds, which attenuate the signal from 
the surface but do not completely obscure it. Even for 
clear-sky conditions, the difference between surface tem- 
perature and satellite-measured brightness temperature 
from 10.5 to 12.5 pm can be as large as 10 K for tropical 
atmospheres. 

For clear atmospheres, a useful and generally success- 
ful method for correcting atmospheric effects over the 
ocean surface combines infrared measurements in two or 
three wavelength bands. In the 10.5 11.5 pm window the 
principal absorbing agent is water vapor. whereas in the 
3.5-4 pm window water vapor absorption is smaller. and 
absorption by nitrogen and other gases can be calculated 
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because their mixing ratios vary little. In the daytime, 
however, the signal in the 3.5-4 Nrn band is contaminated 
by reflected solar radiation. The average solar irradiance 
in this band is about eight times the emitted radiation from 
a blackbody at 300 K. An alternative, but similar, method 
instead splits the 10.5-12.5 pm band into two parts, and 
compares the signal from 10.5 to 11.5 pm to that from 
about 11.5 to 12.5 pm, where water vapor absorption is 
slightly greater. Therefore, the difference between the 
measurements in either the two distinct windows or the 
two parts of the split window can be used to account for 
water vapor absorption and determine the surface temper- 
ature, given that spectral surface emissivities in the wave- 
length bands are known [20]-[24]. 

Investigation of the validity of this approach can be 
pursued through simulation of infrared brightness tem- 
peratures above the atmosphere in two or three wave- 
length bands for a variety of atmospheric temperature and 
humidity profiles. A radiative transfer model calculates 
atmospheric absorption and emission, and the results of 
the simulations are analyzed to develop empirical correc- 
tions. This is the approach used operationally by NOAA’s 
sea-surface temperature mapping program 1241, [25]. 
Thus far, however, only absorption and emission have 
been considered, in that the atmospheric models used 1261, 
[27] do not account for clouds or other atmospheric 
aerosols which both absorb and scatter infrared radiation. 

For atmospheres with thin clouds, Chahine [28] has ex- 
plored the use of the 4.3 and 15 pm atmospheric sounder 
frequencies (many narrow wavelength channels clustered 
in the two CO2 absorption bands) to derive a vertical pro- 
file of the atmospheric temperature and humidity, which 
can then be used to estimate surface temperature. The 
main obstacle with using his approach is the difficulty in 
constructing and operating such a sounder at appropriate 
spatial resolution for land-surface temperature applica- 
tions, because the wavelength bands are so narrow that 
the signal-to-noise ratio is very low unless the instanta- 
neous field-of-view is large. However, the method works 
well for coarse spatial resolution [29]. 

B. Extending Methods for Sea-Surface Temperature to 
the L.and Surface 

Price [ 161 applied the same method for measuring ocean 
temperatures to the land surface, using the split-window 
channels of the NOAA-7 AVHRR. He found that varia- 
tions in the spectral emissivity could produce large errors. 
In [19] was modeled a spectral band selection over a hy- 
pothetical sample population of 185 different kinds of ma- 
terials, a temperature range of 35°C and different atmo- 
spheric conditions. A linear correction function had a 
standard deviation of 3.66”C. Becker [30] has shown the 
impact of spectral emissivity on the measurement of land- 
surface temperature from satellites, by correcting for at- 
mospheric effects using the split-window method. He de- 
rived a series of linear approximations and concluded that 
accurate knowledge of the surface spectral emissivity is 
needed to infer land-surface temperature from space. 

These papers demonstrate that simple extension to the 
land surface of the methods developed for sea-surface 
temperature measurements would lead to unacceptable er- 
rors. There are several reasons. 

I) Emissivity: There is considerable spectral variation 
in emissivity for different land-surface materials and, for 
many of them, emissivities have been measured only for 
the spectrally integrated range from 8 to 14 km 13 11. 
Emissivity may also vary with the viewing angle [ 141, an 
effect that is more important over land than over water 
because the combination of surface slope and satellite scan 
angle routinely results in local viewing angles greater than 
60”. In vegetation, the emitted radiation varies with the 
viewing angle, but more because of temperature structure 
in the vegetation canopy than because of angular effects 
in the emissivity 1321. 

2) Temperature Variation: The lower thermal diffu- 
sivity for soils, compared to water, and the lower rates of 
evaporation cause a wider range in land-surface temper- 
ature than ocean-surface temperature. 

3) Nonuniform Field-of-View: The “mixed-pixel” 
problem, whereby the field-of-view consists of surfaces 
of different temperatures or emissivities. is more common 
over land. The nonlinear response of the Planck function 
causes the brightness temperatures of such a pixel to vary 
with wavelength, even in the absence of an atmosphere 
r331, [341. 

4) Atmospheric Profile Variation: Variation in atmo- 
spheric profiles over land is increased by topographic 
changes, and the boundary layer of the atmosphere is not 
so closely coupled to surface properties as it is over the 
ocean. Aerosols are also more prevalent over land. 

C. Nature of the Inverse Problem 

One of the basic questions in remote-sensing research 
concerns the relation between ground measurements and 
measurements from airplanes or satellites using equiva- 
lent radiometric detectors. It is obvious that there is more 
atmospheric effect on space measurements of surface tem- 
perature, although the atmosphere also affects ground 
measurements because the land surface reflects radiation 
emitted from the atmosphere. In order to get accurate land- 
surface temperature estimates from space, it is necessary 
to correct for both the atmosphere and spectral emissivity; 
that is, to find a method to use space-acquired measure- 
ments of brightness temperature to derive the desired 
quantity, the surface thermodynamic temperature. 

An essential feature of the inverse problem is that it is 
a set of nonlinear integm-differential equations with a 
nonlinear boundary condition. Radiance is a nonlinear 
function of temperature, and the atmospheric transmis- 
sion in each band is a nonlinear function of atmospheric 
composition. 

The possibility of solution of the inverse problem varies 
with different physical situations. When the surface 
emissivities are known precisely, for example, for a water 
surface, then the determination of surface temperature un- 
der cloud-free conditions is not difficult. However, when 



we deal with variable atmospheric conditions and land 
surfaces with variable spectral emissivities, the unknowns 
always outnumber the independent measurements of space 
radiance. 

It is, therefore, not practical to try to find a direct 
method to measure land-surface temperature from space. 
Instead, it is possible to find a satisfactory solution, al- 
though not necessarily the best solution, by statistically 
analyzing a synthesized or experimental data set. But how 
should we derive the data set for statistical analysis? Pure 
experimental methods are impractical because it is dilli- 
cult to synchronize field measurements with satellite 
overpasses and, also, because the wide variation in at- 
mospheric conditions and land temperatures and emissiv- 
ities cannot be covered in a field experiment. Instead, nu- 
merical modeling of the atmospheric radiative transfer 
process is an efficient and accurate way to provide useful 
synthetic data. 

III. PHYSICAL PRINCIPLES 

A. Relations Between Emissivity and Brightness 
Temperature 

Emitted spectral radiance L at wavelength X from a sur- 
face at thermodynamic temperature T, is given by multi- 
plying spectral emissivity 6 ( X) by the Planck function 

(1) 

where h = 6.63 X lo-“’ Js is Planck’s constant, c = 3 
x 10s m/s is the velocity of light, k = 1.38 X lO-‘j J/K 
is Boltzmann’s constant, and X is in meters. 

The brightness temperature Th( X) can be found by 
solving the Planck function for temperature. given the 
emitted spectral radiation. The brightness temperature at 
a given wavelength, emissivity, and temperature is, thus. 
the temperature of a blackbody that emits the same amount 
of radiation at that wavelength. The relationship between 
T,,( X), T,. and E( X) is 

(2) 

Note that for E( h) = 1 this reduces to the identity T, = 

T/>( A). 
A series approximation to the Planck equation is often 

used, whereupon e.’ is replaced by its Taylor series e”[ 1 
+ (x - a) + (x - a)-/2! + (x - a)“/3! +, . . 01. 
Setting a to zero and truncating this series at the first term 
yields the Rayleigh-Jeans approximation, commonly used 
in the microwave frequencies. In the thermal-infrared re- 
gion, however, expanding the series around zero intro- 
duces large, possibly unacceptable errors. Instead, one can 
choose appropriate values of a for a particular wave- 
length-temperature region. Truncating the series expan- 
sion for the Planck function at the second order yields 

B(L T,) = 
2/l? 

P(ecr - 1) 

(3) 

Depending on the wavelength and temperature, the ap- 
propriate value of a is used, such that a = hc/kXT,. The 
advantage of using such a series expansion is that the 
expression can usually be analytically integrated over, for 
example, a range of temperatures or wavelengths. 

B. Radiatille Transfer 

The angular and azimuthal distribution of radiance at 
any level in an absorbing, emitting, and scattering layer 
is given by the radiative transfer equation 1351. For sim- 
plicity, the spectral designation is omitted from the equa- 
tions that follow, but all quantities are monochromatic. 
Radiation from the sun and thermal radiation emitted from 
the earth and atmosphere are both considered: 

p dL(r, ti) 

dT 
+ L(7, ii) = J(T. fi). (4) 

Here the sign convention is that the downward direction 
is positive. Optical depth is 7. increasing downward, and 

L( 7, !? ) is the radiance at level r along direction c. which 
is composed of zenith angle arc cos I( (downward posi- 
tive) and azimuth 4. The source function J is 

+ Q(T. ii). (5) 

The scattering phase function P( T. n’: n” ). calculated 
by rapid Mie algorithms 1361. gives the distribution pat- 
tern of single scattering at T caused by a pencil of radia- 
tion incident along direction n’ ’ and scattered in direction 
fi. The single scattering albedo is W. The first term on the 
right-hand side of (5) is then the total contribution made 
by radiation coming from all directions to the radiance at 
a particular direction Q. 

The Q term in (5) represents internal sources. By sep- 
arating direct from diffuse radiation, it is convenient to 
consider the radiation scattered from the direct beam or 
the specularly reflected direct beam as caused by some 
internal “pseudo-source” [37]. Then. the total internal 
source is 

Qtr. 6) = Q,(T. 6) + Q,(T+ 6) + Q.,,~(T, (1’) (6) 

where Q, is the thermal source and Q, and Q,,, are the 
direct and specular pseudo-sources. Then 

Q,(T. 3i) = (I - G)B[T(7)] (7) 
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Q,<,,(T, a) = ~R,(&)P(T. 6; ~,s,,)e-‘2’o-‘~‘p” (9) 

where B[ T( r)] is the Planck function, h is the cosine of 
the solar zenith angle, E, is the solar irradiance incident 
on the top of the atmosphere (normal to the beam), Rx,, is 
the directional specular reflectivity at the surface beneath 
the atmosphere, and r. is the total optical thickness of the 
atmosphere. 

To resolve scattering phase functions with strongly for- 
ward peaks using a lower-order polynomial approxima- 
tion, a delta-M transformation is performed for the phase 
function moments, optical depth, and single scattering al- 
bedo [38]. By applying the interaction principle (391 and 
doubling method [37], [40], a matrix form of this integro- 
differential, radiative transfer equation can be applied to 
a vertically inhomogeneous, multilayer atmosphere [41]. 
The top and bottom boundary conditions that need to be 
satisfied are that L’(O) must be specified (usually zero) 
and 

Lf(q,) = l?gz471)) + 7B(T,) + 
$? e -~d”y,( clo). 

( ‘0) 

Radiances L” are vectors of m X n elements on a discrete 
angular space composed of m zenith and n azimuth angles 

LiT(7) = 
L(7, *IL,, 42) 

i 1 

(11) . . . . . . 

L(7, f&n, 4%) 

where I 2 CL, > * * * > p,,, > 0 are a set of quadrature 
points on IO], [I], and 0 5 4, < . * * < $,, < 27r are 
equally spaced points on the interval [ 0, 2r ]. Also, RR is 
the surface diffuse reflection matrix, T, is the temperature 
of the surface, fr ( po) is the surface BRDF (bidirectional 
reflectance-distribution function) vector to the direct 
beam, and Z is the emissivity vector. The directional 
emissivity and BRDFf, are coupled by Kirchhoff’s law 

2r I 

E(F)=1 - o s s 
P%(K cc’, 4’)&‘4J’. (12) o 

C. Incorporation of LOWTRAN Calculations 

As described thus far, the model is for the monochro- 
matic case only. To make the model work for the atmo- 
sphere, we need to know the atmospheric optical proper- 
ties: optical thickness 7(), single scattering albedo &, and 
scattering phase function P. 

Given an atmospheric profile (temperature, pressure, 
water vapor denisty, ozone density, and aerosol density 
and distribution) the LOWTRAN codes 1271 and Mie- 
scattering calculations [36] give the atmospheric trans- 
mittance profile for wavelengths from 0.25 to 28.5 pm, 
averaged over every 20 cm -’ wavenumber interval. Thus, 

LOWTRAN does not really give monochromatic trans- 
mittance. This averaging causes violation of the Lambert- 
Bouguer-Beer law because of the complexity of molecu- 
lar band absorption even in a narrow wavenumber interval 
like 20 cm-‘, equivalent to AX = 27 nm at h = 3.7 pm. 
and to AX = 242 nm at X = 11 pm. A solution to this 
problem is to expand radiative transmission functions cal- 
culated from LOWTRAN by using “exponential-sum fit- 
ting” [42]. The monochromatic radiative transfer model 
is applied separately to each term in the exponential-sum 
expansion, and the results are then summed. By solving 
the radiative transfer equation over the whole wavelength 
range of a thermal band of a satellite sensor, we get the 
angular distribution vector of average spectral radiance. 
The term 9 is the sensor response function for the wave- 
length band whose lower and upper boundaries are [ X,, 

&I 

s 

hz 
9( X)LT( A, 0) dA 

z = h’ 

s 

x? (13) 

9(X)dX 
AI 

D. Simpl$cation of the Lower Boundary Condition 

The bottom boundary condition described in (IO) rep- 
resents a static interface, in the thermal-infrared region, 
to an energy balance model of the land-surface processes. 
The spectral emissivity may change as a result of land- 
surface processes. Physical and chemical changes in the 
surface material (for example, a change in moisture con- 
ditions) will change emissivity, as will morphological 
changes in the system (for example, geometric changes in 
a vegetation canopy). Therefore, field measurement of 
spectral emissivity is usually difficult, and apparent val- 
ues often depend on experimental arrangements. 

In daylight, the satellite sensor receives sunlight scat- 
tered by the atmosphere and reflected by the land surface. 
Inclusion of the middle-infrared wavelength region (3.5 
4.0 pm) increases our difficulty because unless F is known 
it is impossible to separate emitted from reflected rddi- 

ante. We, therefore, drop terms relevant to the sunlight 
in all the above equations by avoiding use of the middle- 
infrared region in daylight. Then the radiative transfer 
equation is azimuthally independent. and the bottom 
boundary condition becomes, in integral form 

L(X, 70, -p) = 27r 
s’ 
” /.L’fr (A, -p, CL’ )L( A. 70, P’ ) 

. dp’ + E( A. -p)h( X, 7;). (14) 

Although there is ample evidence that the emissivities 
of land surfaces such as soils, sands, and vegetation can- 
opies vary with the viewing angle 1321. (43]-(461, there 
are little such spectral. angular emissivity data available. 
Therefore, we assume that land surfaces are Lambertian. 
so emissivity is independent of viewing angle. This ap- 
proximation is usually not too bad for viewing angles up 
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to about 40” from nadir. Kirchhoff’s 
comes 

c(X) = 1 -R(X) 

law (12) then be- 

(15) 

where c ( h) is the spectral emissivity and R( X) is the 
spectral reflectance, which equals rfr under the Lamber- 
tian assumption. The bottom boundary condition (10) then 
takes the simple form 

L(X, 70. -p) = c(A)B(L TV) + 2[1 - e(A)] 

4 

I 

p’L( A, TO, ~1’ ) h’. (16) o 

This equation provides a relationship between spectral 
emissivity and temperature. Unfortunately, it also con- 
tains the integral of downward radiance at the surface, so 
it is used as a boundary condition for solving the radiative 
transfer equation rather than as an extra relationship for 
finding a deterministic solution to the inverse problem. 

IV. NUMERICAL MODELING OF THE FORWARD PROBLEM 

The range of atmospheric and surface conditions con- 
sidered in the model, shown in Table I, is wider than the 
realistic regime so that the resulting statistical model will 
cover actual situations. We discuss the variation of pa- 
rameters first and then show some results from the atmo- 
spheric model. 

A. Atmospheric Conditions 

As shown in Table I, we use five “standard” atmo- 
spheric profiles whose properties are incorporated into the 
LOWTRAN code: 

U.S. standard 
mid-latitude spring/summer 
mid-latitude fall/winter 
subarctic spring/summer 
subarctic fall/winter. 

A combination of these atmospheres represents most of 
the northern hemisphere through the seasons. A rural 
aerosol distribution used in LOWTRAN applies to all 
these atmospheric profiles in the elevation range from 0 
to 9 km, with visibilities near the earth’s surface either 10 
or 23 km. In the elevation range from 10 to 30 km is the 
background stratospheric aerosol; above that is the nor- 
mal upper atmospheric aerosol. 

B. Surface Conditions 

The surface conditions are also summarized in Table I. 
For temperatures less than 273 K, we use a deep snow 
layer composed of spherical ice particles with a radius of 
250 pm. The snow layer’s emissivity and phase function 
are calculated from the same radiative transfer model that 
we use for the atmosphere. For higher temperatures, we 
consider a range of surfaces-tree leaf, clay, coarse sand, 
and fine sand-and use measured values for their spectral 
emissivities [46], [47], as shown in Fig. I. The surface 
temperature varies within +20 K around the air temper- 

055- 055- 
I ; ----FINE SAND I ; ----FINE SAND 
‘-1 ---COARSE MND- ‘-1 ---COARSE MND- 

05 I 05 I I I I I , I I I I I , I I I 
3 4 3 4 5 5 6 7 6 9 10 1, 6 7 6 9 10 1, 12 12 13 13 

ature at the lower boundary of the atmospheric profile in 
use. The surface elevations considered are 0. 0.25, 0.5. 
0.75, 1, 2, 3,4. and 6 km. 

C. Sensor Spectral Specification 

Three sensors are considered: the NOAA AVHRR with 
three thermal bands, and two sensors based on reports of 
joint EOSAT/NASA working groups [19], [481-a pro- 
posed multispectral thermal-infrared addition to the Land- 
SAT Thematic Mapper (TM) and a wide field-of-view 
sensor for oceanic investigations (SeaWiFS). The wave- 
length bands of these three sensors are given in Table 11. 
The proposed additional thermal wavelength bands for the 
TM do not include a band beyond 12 pm. which we have 
found important for atmospheric correction. Therefore, 
we include an additional sixth band in the TM calcula- 
tions, as shown in Table II. For the NOAA AVHRR. the 
actual sensor response functions (from NOAA-g) are used. 
For the hypothetical instruments we consider an idealized 
trapezoidal response function 

A, + 6A 5 A I A* - 6X e(A) = 1 

A, < A < A, + 6X 

A 2 A2 or X I X, 
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Q,(r, 6) = ~R,(&P(r, ii; &p)e+m-r)‘N (9) 

where B [ T(T)] is the Planck function, p. is the cosine of 
the solar zenith angle, E0 is the solar irradiance incident 
on the top of the atmosphere (normal to the beam), RI,, is 
the directional specular reflectivity at the surface beneath 
the atmosphere, and r. is the total optical thickness of the 
atmosphere. 

To resolve scattering phase functions with strongly for- 
ward peaks using a lower-order polynomial approxima- 
tion, a delta-M transformation is performed for the phase 
function moments, optical depth, and single scattering al- 
bedo [38]. By applying the interaction principle [39] and 
doubling method [37], (401, a matrix form of this integro- 
differential, radiative transfer equation can be applied to 
a vertically inhomogeneous, multilayer atmosphere [41]. 
The top and bottom boundary conditions that need to be 
satisfied are that L’(O) must be specified (usually zero) 
and 

L’(T~) = RgLL(~o) + ZB(T,) + 7 e P0Eo -J’“f,( ho). 

( 10) 

Radiances 15” are vectors of m x n elements on a discrete 
angular space composed of m zenith and n azimuth angles 

Ll’(7) = 
L(r, &PI, $2) 

i 1 
(11) . . . . . . 

L(7, fir,“, 4,) 

where 1~ CL, > -*- > P,,, > 0 are a set of quadrature 
points on [0], [l], and 0 s 4, < * * * < 4, < 2~ are 
equally spaced points on the interval [ 0, 27r]. Also, R, is 
the surface diffuse reflection matrix, T, is the temperature 
of the surface, fr ( po) is the surface BRDF (bidirectional 
reflectance-distribution function) vector to the direct 
beam, and Z is the emissivity vector. The directional 
emissivity and BRDFf, are coupled by Kirchhoff’s law 

ln I 

4P) =I-. 
s s 

/.l%(Pc; cc’. 4’) dP’&‘. (12) 
0 0 

C. Incorporation of LOWTRAN Calculations 

As described thus far, the model is for the monochto- 
matic case only. To make the model work for the atmo- 
sphere, we need to know the atmospheric optical proper- 
ties: optical thickness ro, single scattering albedo 3, and 
scattering phase function P. 

Given an atmospheric profile (temperature, pressure. 
water vapor denisty, ozone density, and aerosol density 
and distribution) the LOWTRAN codes 1271 and Mie- 
scattering calculations 1361 give the atmospheric trans- 
mittance profile for wavelengths from 0.25 to 28.5 pm, 
averaged over every 20 cm -’ wavenumber interval. Thus, 

LOWTRAN does not really give monochromatic trans- 
mittance. This averaging causes violation of the Lambert- 
Bouguer-Beer law because of the complexity of molecu- 
lar band absorption even in a narrow wavenumber interval 
like 20 cm-‘, equivalent to AX = 27 nm at X = 3.7 pm, 
and to AX = 242 nm at h = I1 pm. A solution to this 
problem is to expand radiative transmission functions cal- 
culated from LOWTRAN by using “exponential-sum fit- 
ting” [42]. The monochromatic radiative transfer model 
is applied separately to each term in the exponential-sum 
expansion, and the results are then summed. By solving 
the radiative transfer equation over the whole wavelength 
range of a thermal band of a satellite sensor, we get the 
angular distribution vector of average spectral radiance. 
The term \k is the sensor response function for the wave- 
length band whose lower and upper boundaries are [ XI, 
x21 

s 

AZ 

D. Simplijcation of the Lower Boundary Condition 

The bottom boundary condition described in (10) rep- 
resents a static interface, in the thermal-infrared region, 
to an energy balance model of the land-surface processes. 
The spectral emissivity may change as a result of land- 
surface processes. Physical and chemical changes in the 
surface material (for example, a change in moisture con- 
ditions) will change emissivity, as will morphological 
changes in the system (for example, geometric changes in 
a vegetation canopy). Therefore, field measurement of 
spectral emissivity is usually difficub, and apparent val- 
ues often depend on experimental arrangements. 

In daylight, the satellite sensor receives sunlight scat- 
tered by the atmosphere and reflected by the land surface. 
Inclusion of the middle-infrared wavelength region (3.5 
4.0 cm) increases our difficulty because unless Z is known 
it is impossible to separate emitted from reflected radi- 
ance. We, therefore, drop terms relevant to the sunlight 
in all the above equations by avoiding use of the middle- 
infrared region in daylight. Then the radiative transfer 
equation is azimuthally, independent, and the bottom 
boundary condition becomes, in integral form 

L( A, 70. -p) = 2a 
s’ o Ic% ( L --P, cr’ W( A. 70, IO ) 

* d/L’ + E( A, -p)b( A, T,). (14) 

Although there is ample evidence that the emissivities 
of land surfaces such as soils, sands, and vegetation can- 
opies vary with the viewing angle [32]. 143]-[46], there 
are little such spectral, angular emissivity data available. 
Therefore, we assume that land surfaces are Lambertian, 
so emissivity is independent of viewing angle. This ap- 
proximation is usually not too bad for viewing angles up 
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surements were wrong by about 2 K after the 1982 El 
Chichon eruption placed large amounts of sulfur-aerosols 
in the stratosphere [50], [5 11. 

Because of the difficulties discussed earlier in Section 
II-B and II-C, we resort to a more complicated regression 
form than is used in the multiple-window sea-surface tem- 
perature technique. The second-order effects are large 
enough to be considered. The data set to be analyzed con- 
sists of results at the first four Gaussian nadir angles (up 
to 53.7a) to ensure that the resulting model gives good 
estimates for angles up to 45”. 

A. Application to NOAA A VHRR Data 

The standard errors in surface temperature for several 
combinations of bands from the NOAA AVHRR are 
shown in Table III. As verified experimentally for the 
ocean [52] and for all land covers in this study, the split 
window in the 10.3-12.4 pm region gives better results 
than a pair of windows in two separate regions of the 
spectrum. However, the two-window method is not good 
enough to make both atmospheric and emissivity correc- 
tion for land surfaces that have more features in their 
emission spectra. The triple-band method gives accurate 
estimates of surface temperatures for snow, clay, tree leaf, 
and even for coarse sand, which has strong spectral 
emissivity features. The standard deviations of the sur- 
face temperature are less than 0.25 K and maximum er- 
rors are less than 1 K for viewing angles up to more than 
50” under all cloud-free atmospheric conditions in our 
simulation and for the wide range of surface temperatures 
shown in Table I. It is possible to find a common formula 
that gives accurate estimates for more than one kind of 
land surface if the surfaces have similar spectral emissiv- 
ities, as shown in the last column of Table III, where the 
same equation was used for snow and tree leaves. But this 
is not the case for arbitrary spectral variation in emissiv- 
ity 

B. Hypothetical Bands 

In the report of the joint EOSAT/NASA thermal-in- 
frared working group [19], a five-band thermal instru- 
ment, with bandpasses as shown in Table II, was pro- 
posed for the future LandSAT- platform. Our simulation 
shows that bands 4 and 5 of this sensor, the split-window 
in the lo-13 pm region, are not suitably designed for at- 
mospheric correction. The primary motivation for locat- 
ing these bands was for spectral discrimination of some 
of the silicate minerals. The atmospheric effects in these 
two bands are very similar, as shown in Figs. 2 and 3. 
Therefore, we add a band at 11.8-12.6 pm, which is sim- 
ilar to the fifth band in the “second-priority” recommen- 
dations in the same report [ 191. In the following, we ex- 
amine this hypothetical six-band thermal instrument. The 
same analyses can be applied to the proposed SeaWiFS 
instrument [48] because of the similarity of the most use- 
ful bands for atmospheric correction. 

TABLE III 
STANDARD DEVIATIONS IN LINEAR AND QUADRATIC REGRESSION MODELS 

FOR LAND-SURFACE TEMPERATURE FROM THREE NOAA AVHRR THERMAL 

BANDS (8 5 53.7’ 1 

ho& mw -IS, rands 
used 

ChY pr I.af 
linear quad. finmu qrud linar qu&. liner quad. 

snow and 14 

(‘IO 
linear 

(‘K) WI (‘IO ml 
quad. 

C-K) WI (‘K) (‘IO C-K) 
d-3 1.22 0.881 . 1.021 - 0.701 0.560 0.423 . . 
4.5 0.23 0.193 . 0.171 . 0.240 0.425 0.257 . . 

45-3 - 0.138 0.280 0.19, 0.268 0.205 0.268 0.172 0.44 0.360 

C. Known Emissivities 

Assuming that we know spectral emissivity values for 
the land surface whose temperature is needed, we find a 
simple but general model to estimate the temperature for 
these surfaces, and then analyze its sensitivity to emissiv- 
ity errors. Because the emissivity is directly related to ra- 
diance rather than to temperature, a radiance model is pre- 
ferred to a temperature model. That is, we try to estimate 
the radiance L, emitted from the surface from which we 
can calculate the surface temperature. 

First of all, we define band-averaged emissivity as 

where * is the sensor response function, t ( X) is the spec- 
tral emissivity, B( X, T,) is the Planck function, and X, 
and X2 are the lower and upper boundaries of the band. 
The band-averaged emissivity varies only weakly with 
temperature, and we ignore this small dependence here. 

The subscripts on radiance L and emissivity E in the 
equations that follow refer to the bands from Table II. We 
will use the relation L/e as a first-order emissivity cor- 
rection, and correct for the atmosphere with a regression 
method, where p is the cosine of the viewing angle from 
zenith as measured at the surface. Our simulation data set 
of 2128 situations includes various atmospheric profiles 
and surface temperatures, and surfaces composed of tree 
leaves, clay, snow, fine sands, coarse sands, and mixed 
sands. Two emissivity-radiance models are obtained from 
statistical analysis of the simulations: one using LandSAT 
thermal bands 4, 1, and 6, and the other with bands 4. 2, 
and 6. Each gives the blackbody radiance in band 4, cor- 
rected for atmosphere and emissivity. 

The LandSAT thermal band 4-l-6 model is 

L,,,(4, I, 6) =(O.l048L, - O.O98L,) p-’ + 

x [[0.0243 (2 - :) + 

0.4226 
. p-’ -L, + 0.35131 - (2 - 2) 

* [0.3031($2) +y 
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+ 0.2859L4 + 0.7411L, - 0.096 (18) 

and the band 4-2-6 model is 

L,,,(4, 2, 6) = -(0.6359L6 - 0.57434 

Table IV shows standard errors of these two models for 
land-surface temperature estimates from space. The top 
row of the table shows the error distributions of surface 
temperatures, as does Fig. 5. 

D. Models With Uncertain Emissivities 

The effect of the emissivity uncertainty on the accuracy 
of surface temperature is also given in Table IV. Al- 
though the methods using Landsat thermal bands 4- 1-6 
and 4-2-6 give almost the same accuracy when we know 
the emissivity, the band 4-l-6 model is less sensitive to 
the same uncertainty in emissivity. In either case, how- 
ever, the error in temperature associated with a 0.01 un- 
certainty in spectral emissivity is larger than the error in 
the atmospheric correction model. If we include more 
high-order terms in the regression model, we can halve 
the error for the case where we know precise emissivity 
values for each band. But the equations are lengthy, so 
we do not list them here. Moreover, they offer no advan- 
tage over the simpler equations in their sensitivity to un- 
certainty in emissivity. 

When we do not know the emissivity of the land sur- 
faces we need to correct for atmospheric and emissivity 
variations at the same time, but this is impossible without 
some assumptions about the spectral variation in emissiv- 
ity. As described thus far, statistical analysis is made sep- 
arately for each land surface. In general, it is reasonable 
to classify remotely sensed data before making quantita- 
tive interpretations, but at this time there are few accurate 
data on spectral emissivity for many land covers. This is 
a fundamental block to the accurate measurement of land- 
surface temperature. 

We can focus, however, on broad categories of emis- 

(a) w 
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Fig. 5. Land-surface temperature errors in the radiance-emissivity model: 
(a) for LandSAT thermal bands 4- 1-6: (b) for LandSAT thermal band3 
4-Z-6. Note that the vertical axis is stretched. 

TABLE IV 
DEPENDENCE OF RMS AND MAXIMUM ERROR OF LAND-SURFACE 

TEMPERATURE ON VIEWING ANGLE AND EMISSIVITY ERROR FOR LANDSAT 

THERMAL BANDS 

= 
hnds 
urd 

Cl.6 

l O.O* j-2.1.6 
4.01 j-2.4.6 
+0.01 1.1 
-0.01 j-* 
4.01 ,a, 
-0.01 j-4 
10.01 j.6 
4.01 j-0 

sivity variation, and assume that thermal data are com- 
bined with other remotely sensed data to classify the sur- 
face into broad categories. We separate the five land 
surfaces-clay, fine sands, coarse sands, tree leaf, and 
snow-into two groups. Group 1 includes clay and sands 
and represents surfaces with spectral emissivity features. 
Group 2 includes tree leaves and snow and represents 
spectrally flat surfaces. We developed a regression anal- 
ysis to analyze results within each group. The resulting 
equations involve a quadratic expression of four thermal 
bands and thus contain more than 30 terms, so they are 
not presented here. However, they contain no explicit 
emissivity terms. For these two groups, the inverse 
models estimate surface temperature to a standard error of 
around 0.2 K, except for viewing angles exceeding 50”, 
as shown in Table V. Maximum errors are less than 1 K. 

In this example of emissivity variation our approach to 
land-surface temperature measurement from thermal sat- 
ellite data shows the ability to adapt to changes in atmo- 
spheric conditions, land-surface temperature, viewing an- 
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TABLEV 
DEPENDEWE OF RMS AND MAXIMCM ERROR OF LAKD-SURFACE 

TKMPERATURE ON VIEWING ANGLE IN GROUP MODELS (LANDSAT THERMAL 

BANDS 4- I-2-6) 

rms~T, (‘IO mu AT. I’RI 
SLtlf~S 01.47 m.l*) HO.33 (53.7') Ill.47 ci6.1') (40.37 w3.77 

Group 1 M&l 

led 0.0, 0.06 0.06 0.09 0.19 0.17 0.20 0.21 
S"OW 0.09 0.10 0.11 0.14 0.45 0.4* 0.55 0.69 

CmupPModd 

4.y 0.13 0.14 017 0.25 037 0.41 0.50 0.70 

undl 0.17 a.*9 032 0.31 0.61 0.6, 0.65 091 

TABLEVI 
EFFECT OF SATELLITF. TEMPERATURE PRECISION ON ACCURACY OF 

CALCULATED LAND-SURFACE TEMPERATURE T, 

gle, and emissivity. The relationship between emissivity 
and radiance is linear, and the relationship between tem- 
perature and radiance is linear for small temperature 
changes. Thus, an accurate estimate of land-surface tem- 
perature is possible for surfaces with varied emissivity, 
provided atmospheric effects are corrected by the multi- 
band method. 

VI. SENSITIVITY OF THE MODEL 

A. Sensitivity of the Statistical Inverse Model to the 
Data Set 

The inverse model that we have developed is a skeleton 
for a statistical approach, based on a physical model, with 
a wide range of physical conditions in the synthesized data 
set. Therefore the solution is not unique. The parameters 
in the inverse model may change significantly when some 
simulated conditions are added into or dropped from the 
data set. Therefore the region of the model space was 
made wide enough to cover as much variation in the phys- 
ical system as is feasible. An inverse model obtained sta- 
tistically from a data set, which includes only a small 
variation of some parameter, may be sensitive to a small 
change of this parameter. Moreover, statistical models 
usually cannot predict or extrapolate. 

B. Precision Requirements for Space Radiance 
Measurement 

For simplicity in this section, we use brightness tem- 
perature at the satellite to represent the corresponding sat- 
ellite-measured radiance for each band, but we must keep 
in mind that the quantization of the signal is linear in ra- 
diance, not in temperature. We round temperature values 
to the nearest 0.1 K, 0.2 K, 0.33 K, and 0.5 K, and we 
refer to these as the quantization precision. Table VI 
shows the standard deviation and maximum error for dif- 
ferent viewing angles, for a sand surface, as functions of 
the precision. The inverse model developed in this study 

is tolerant of signal noise, calibration errors, and radi- 
ance-temperature transformation for each band, as long as 
the accuracy of the space-measured brightness tempera- 
ture is better than 0.33 K. When we consider the varia- 
bility and difficulty in land-surface temperature measure- 
ments, we recommend an effective temperature precision 
of 0.2 K. 

VII. CONCLUSION 

From this study, we have gained the following insights 
into the measurement of land-surface temperature from 
satellites: 

1) It is a nonlinear problem, so linear approximations 
need to be cautiously evaluated. 

2) Numerical modeling of atmospheric radiative trans- 
fer is an efficient and accurate way to simulate the physics 
of the satellite measurement of land-surface temperature. 

3) Statistical inverse models may be derived from the- 
oretical results of carefully designed numerical modeling, 
which spans the range of variations in the problem. 

4) A band in the region from 11 .I3 to 12.6 pm is ex- 
tremely useful for atmospheric correction; its specific lo- 
cation and bandwidth need to be investigated further. 

5) It is possible to simultaneously make atmospheric 
correction and emissivity correction by using multiple 
wavelength thermal-infrared data from space, in order to 
get accurate estimates of surface temperatures of different 
land covers. 
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